1. QR factorization gives a sequence of matrices {A(O), AL A@) .}, where
1 2 9
A9 =10 2 1

1 2 -3

Find the QR factorization of A(®) by Gram-Schmidt process. Also com-
pute A, Please show all your steps.
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2. Let A be a non-singular n X n real matrix. We apply the QR method on
A to obtain a sequence of matrices { AU )};?‘;O, which satisfies:

AUT) = RDQU) for j=0,1,2,..,

where AY) = QU RUY) is the QR factorization of AU). Let k be an integer
greater than 2020. Given that the QR factorizations of A*~1 and A®*—1)

are given by
AR = Q Ry and AFY = QuR,.

In this question, all QR factorization is obtained in such a way that the
diagonal entries of the upper triangular matrix are positive.

(a) Express A2 in terms of Q(®, QM) R(0), and R, and show that A*
can be expressed in terms of Q@ ... Q%=1 and R© ...  RK-1),
Please explain your answer in detail.

(b) Express A in terms of 1, Q2, R; and R» only. Please explain your
answer in detail.

(c¢) Starting from xg, we apply the Power’s method on A as follows:

AXj

1 =—"9  forj=0,1,2,....
T Al

Write x, in terms of xg, @1, Q2, Ry and Rs only (without A and k).
Please explain your answer in detail.

Solution:
(a)
A2 =QO RO QO R(O)
:Q(O)A(l)R(O)
:Q(O)Q(l)R(l)R(O)

By induction, suppose A¥ = Q) .. QDU RKFE=1) RO then

AR — Ak g :Q(O) QU RUD R(O)(Q(O)R(O))
=QO . . QW-DRK-D (R(O)Q(O))R(O)
=Q ... QD RE-D  ROQMRM RO
=QO .. QF-DRGE-D R R RMLRO)

Q) QU-DQ® R RE-1) RO

This prove that A% = Q@ .. . QW—DRK-D RO,



(b) Notice that A*~! = Q; Ry, so
A1 = QM ... QU2 R(=2) R(E=3) ... RO) — Q| R,

By the uniqueness of the QR factorisation while restricting the diag-
onal entrie of the upper triangular matrix as positive, we get that

QUQW ...Qk=2 = @, R*F=2DRE=3) ... RO) = R,
In addition,
AF = QW ... Q-2 Ry RFDRE=3) ... RO) = Q,QsRs Ry

since Q2 = QY and Ry = RF—1),
So we get A = RlegRgRl.

(c) It is easy to verify that

Ak$0

Tp =
[RERE] S

_ Q1@ Ry Rz
So i = HQ11Q23{22R151L’0(|)\oc'
3. Let A € M, x»(C) be a n xn complex-valued matrix. Suppose the charac-
teristic polynomial of A is given by: fa(t) = (=1)"(t—A1)(t—X2)...(t=\p),
where Aq, ..., \,, are eigenvalues of A. Assuming that

M| = Aol = oo = [Nk > Paga] > oo > Al

where k < n. Suppose A = QJQ ™!, where J is the Jordan canonical form
of A and @ is an invertible matrix. Assuming that the diagonal entries of
J are arranged in descending order in terms of their magnitudes. Denote
the j-th column of @ by q;, where qi, q2, ..., q, are eigenvectors of A
associated to A1, Ag,..., A respectively.

Let x( be the initial vector defined as xg = a1q1 +a2qz + ...+ a,q,, Where
a; € Cfor1 <j<nanda; #0fori=1,2,..,k Consider the iterative
scheme:

AXj
=2 e j=0,1,2, ...
T Al O T
(a) Suppose A\; = X2 = ... = A\, € R, will ||Ax,||o always converge

as j — oo. If yes, what will it converge to? If not, please give a
counter-example and explain your answer with details. Please show
the full details of your proof.

(b) In general, if |Ai| = |A2| = ... = | x|, will ||Ax;]| always converge
j — oo? If yes, what will it converge to? If not, please give a counter-
example and explain your answer with details. Please show the full
details of your proof.



solution:
It’s easy to find for all m € NT

AXm_1 AQXm_Q AmXQ
X = = T
" A% -1l A% -1l oo | A% —2][ 0o H:r;_ol | A% || oo
On the other side, we have ||X;,[|cc = 1, s0 H;’;Bl |AX;||0o = [|[A™X0]| o0
and then
AmXO
Xy = ———.
" [ Aol

From the definition of xq,

n

m m

A Xp = E ai/\i q;.
i=1

(a) Yes. Given Ay = Ag = -+ = A\ € Rand |A1| > |Aes1] > [Ait2] =
<+« > |An| > 0, we can split A™xq into 2 parts,
k n
AMxy = )\71n Z a;q; + Z ai)\lmch’ = )\71ny + Zm-
i=1 i=k+1

When m is big enough, it’s clear that [A1|"[|¥||cc > [|Zm o, im0 % =
0 and

M [¥lloe = [[Zmlloo < [A™X0lloo < [A1]™[[¥[loo + [|Zm | oo
Therefore, for such big m, we have

M"Y lloo = l1Zmr1lloo
Al [y lloo =+ [1Zmlloo

For the left one,

|Am+1XOHoo < I)\1\’"+1||Y||oo + | Zm+1llo

|
< || Ax = <
IAxnllee = e = T ¥ lloe = 2l

_ T 1Zm +1]l0
i P Y oo = lzmalloe _ |y (2 I B0 R
move [ ylloo + zmlloc L+ limyp 0 iiezfl—

D [ [P [ TPy [

imilarly, lim
Similarly, it o =y o e

Al
(b) No. Suppose

= |A1], which means lim,;, o0 || A% ||co =

2 0 0 101 3 4 -3
J=[0 -2 0|, Q=11 0]|,4=QJQ'=2 0 -2/,
0 0 1 0 1 1 8 -3 -1

)

Then for A, we have q; = (1,1,0)7, qz = (0,1, )T, q3 = (1,0,1)T
)\1:2,)\2:—2and/\3: .



Let xo =q1 + 92 + qs,
AMxg = (2™ +1,2™ + (=2)™, (-=2)™ + )T,

When m is odd, ||A™Xg|co = 2"™+1 and when m is even, || A"X¢||cc =
2m+1 hence

Ax =
|| m”OO | A"%0][ 0o 1y Tﬂ%,m is even

_M:{Q—Wil,misodd
2

which means ||AX,, || diverges.
4. Let A be an n X n complex matrix, whose eigenvalues satisfy:

[A1] > A2l > N3] > - > [\ >0

Also, we define the following:

[z, y)
L(z,y) = YL
oS L) = iyl
sin Z(z,y) = /1 — cos? Z(z,y);
sin Z(z,y)
tané(fﬂ,y) = m

If cos Z(z,y) = 0, then let tan Z(x,y) = co. Here, (z,y) = > Ui,
where x; and y; are the i-th entries of z € C™ and y € C™ respectively.

(a) Suppose A = QDQ* where @ is unitary (i.e. Q*Q = I, where Q* is
the conjugate transpose of @) and D is diagonal, prove that

cos Z(Q*x,Q*y) = cos L(x,y).
(b) Cousider the power method in the form
20— fpn=D)

Assume that cos Z(2(9),e;) # 0, where e; is the eigenvector associ-
ated to the dominant eigenvalue A;. Prove that

tan Z(z(™+D) e)) < :iQ: tan Z(z™, ey).
1

(¢) For some p € R, let A — pl be invertible. Assume

Ar—pl <o —pl <0 <A —pl.



Under the same notations and assumptions in (b), consider the shifted
inverse power iteration

2™ = (A — pl) g1,

Using part (b) or otherwise, prove that

Ay —
e1) < A — g tanl(x(m),el).

tan Z (M)
( < en

7

(d) Suppose A is a real matrix, and for z € R™\ {0}, define the Rayleigh
quotient R(z, A) = % Let r be a nonzero eigenvector of A for the
eigenvalue A, show that

|R(z, A) — A < p(A — A)sin Z(x,r) < p(A — M) tan Z(z,r)

(Hint: show that sin Z(z,y) = min{wt a€ R} and note that

(&3]

(A~ A)r = 0)
solution:
(a)

cos £(Q"x,Q"y) = (Q7z, Q") _ (QQ"x,y) _ [(z,y)] — cos /(z,y)

Qs =l l=lllyl

(b) Denote #(™) = Q*z(™) and §; be the first column of I,

#(m) 5.2 > (m)|2
2 0 (m) oy o2 sam) sy @O [
COS 4(1' 761) COS Z(x 751) ||£(m)||2||51||2 ||£(m)H2
e (m))2
sin? Z(z(™ ey) =1 —cos® Z(2\™), e;) = ZW
tan® Z(z(™  e)) = sin® Z(2™, e1) Dol
a r,er) = cos2 4(90(’”)761) - ‘fl(m)|2

Hence,

n ~ (m+1 n ~ (m
9 (m+1) _ ijz |xj( * )‘2 _ ijz |)‘jxj( )|2
tan® Z(z ,e1) = T =
‘fl(m-i- )|2 |>\1f1(m)|2
. (M)Q > |2

A1 |, (™) |2

(¢) Let A= (A— pI)~! with eigenvalues j\j = (\; —p)~ L. Note

QAQ = Q"(A— ul)™'Q = (D — pI)~* = diag(};)



By assumption, we have |A| > [Ag| > - > |A,|. Thus we have

A
tan Z(z(™+) e)) < |A—2| tan Z(z(™) e;)

1

This completes the proof.
We let o := (x,y)/||y||* and observe that

(& — ooy,y) = (z.5) jfy’ﬁﬁ (.9) = (@) — (w.5) = 0,

i.e.,  — agy and y are perpendicular vectors. For o € R and 8 :=

a — ay, this implies

|z —ay|® = [l — aoy — Byl|?
= ((z — aoy) — By, (z — aoy) — By)
= |l — aoyll* = (By, (x — aoy)) — ((x — aoy), By) + |B]*|lylI”
= ||z — aoyl* + 18Iyl

i.e., the right-hand side attains its minimum for a = ap. Due to

2 = aayl* = ol = dofz. ) ~ aoly,a) + ol o]
_ 2 |<£L’,y>|2 o |<:L'7y>‘2 ‘<"E,y>|2

- ||ZH 2 2 + 2

[yl Iyl lyll

g2 (1= Ml
=l (1 ||x|2||y||2>

= [l2]*(1 = cos? Z(z,y)) = |l2|* sin® £(z, ),

this minimum has to be sin Z(z, y).

Since r is an eigenvector, we have (A — AI)r = 0, and we can use the
Cauchy-Schwarz inequality |(z,y)| < ||z| |ly|| and the compatibility
inequality of the spectral norm ||Az|| < p(A4) ||z|| to find

IR(z, A) — A = (Az,z)  (A\z, ) _ (A = Az, z)|

(z,2)  (z,2) (z,z)
_ A=A —ar),z)| _ (A=A (@ —ar)| [l«]
(z, ) - =12
p(A = Al) ||z — ar|| |||
B |2
= p(A— )\I)W for all a € R.

Hence, |R(z, A) — A| < p(A — AI)min 12=971 — 5(4 — \I)sin Z(, r)
«

[E]



